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INTRODUCTION

The story of population genetics begins with the publication of Darwin’s *Origin of Species* and the tension which followed concerning the nature of inheritance. Today, workers in this field aim to understand the forces that produce and maintain genetic variation within and between species. For this we use the most direct kind of genetic data: DNA sequences, even entire genomes. Our “Great Obsession” with explaining genetic variation (Gillespie, 2004a) can be traced back to Darwin’s recognition that natural selection can occur only if individuals of a species vary, and this variation is heritable. Darwin might have been surprised that the importance of natural selection in shaping variation at the molecular level would be de-emphasized, beginning in the late 1960s, by scientists who readily accepted the fact and importance of his theory (Kimura, 1983). The motivation behind this chapter is the possible demise of this Neutral Theory of Molecular Evolution, which a growing number of population geneticists feel must follow recent observations of genetic variation within and between species.

One hundred fifty years after the publication of the *Origin*, we are struggling to fully incorporate natural selection into the modern, genealogical models of population genetics. The main goal of this chapter is to present the mathematical models that have been used to describe the effects of positive selective sweeps on genetic variation, as mediated by gene genealogies, or coalescent trees. Background material, comprised of population genetic theory and simulation results, is provided in order to facilitate an understanding of these models. A strong thread running throughout is the use of population genetic data to draw conclusions broadly about the process of evolution, and the shifting ideas about the causes of evolution that have characterized the field at various times, as our ability to sample genetic data has improved.

THEORETICAL POPULATION GENETICS

Provine (1971) described the birth of theoretical population genetics, which originated with Darwin and culminated in the great works of Fisher, Wright and Haldane. The latter three luminaries established the fundamental dynamics of genetic evolution, of changes in allele frequencies through the interaction of mutation, selection and random genetic drift. The term ‘random genetic drift’ always requires explanation: it is the stochastic side of evolution, which results from the random transmission of genetic material from one generation to the next in a population due to Mendelian segregation and assortment, as well as the partially unpredictable processes of survival and reproduction. The
founding works of this field (Fisher, 1918, 1930; Wright, 1931; Haldane, 1932) remain a crucial part of any advanced education in evolutionary biology.

Relevant aspects of the genetic evolution are reviewed below, but one early result deserves to be mentioned here. Consider the probability of fixation of a new mutant allele under the influence of positive natural selection. Initially, every individual has genotype $A_1A_1$. A mutation produces a new allele, $A_2$, which gives its carriers an advantage. If $A_1A_2$ individuals have an average of $1+s$ offspring and $A_2A_2$ individuals an average of $1+2s$ offspring, relative to $A_1A_1$ individuals, then the probability that the new mutant allele $A_2$ goes extinct is approximately $1-2s$. This result holds when $s$ is small relative to 1 and the population size, $N$, is very large ($Ns>>1$). It can be derived using a branching process model, in which each $A_2$ allele has a Poisson number of descendants with mean $1+s$ each generation (Haldane, 1927; Fisher, 1922, 1930) and it can also be obtained using diffusion theory (see below). The probability of fixation is the probability that eventually the entire population will have genotype $A_2A_2$. In a finite population this is equal to one minus the probability of extinction, in this case $2s$, which is small. One cannot help but marvel at the possible implications of this result: that the many important adaptations we observe in nature might first have gone extinct several times before they became successful and that many, possibly even better adaptations have not been observed at all because they were lost despite their selective advantage.

It is remarkable that so much of what Fisher, Wright, and Haldane did in the 1920s and 1930s is still relevant today, given that almost nothing was known at that time about the material bases of heredity, development, and ecology. Although our current knowledge of development and ecology is still not sufficient to permit a full evolutionary theory—one that would include the richness between genotype and phenotype, and would extend to interactions between individuals and their environment—our modern understanding of genetics is quite detailed. This has led to improvements of the models of population genetics, away from the simple $A_1$, $A_2$, etc., allelic models above, to models which include the structure of DNA, the various kinds of mutations, and, perhaps most importantly, recombination within, as well as between, genetic loci. We may say with some confidence that we know the fundamental components of genetic evolution. As Lynch (2007, p. 366) puts it: “Many embellishments have been added to the theory, and views have changed on the relative power of alternative evolutionary forces, but no keystone principle of population genetics has been overturned by an observation in molecular, cellular, or developmental biology.”

The ‘modern synthesis’ of the mid-twentieth century was initiated in no small part by the early work of Fisher, Wright, and Haldane. It later involved the wide application of ideas from population genetics to explain the patterns of evolution (Dobzhanshy, 1937; Huxley, 1942; Mayr, 1963), although sometimes without the aid of the vital mathematical models of that field. This period also saw the great development of mathematical theory, although largely in the absence of data about the genetic variation the theory purported to explain (Lewontin, 1974). We can recognize two additional seminal figures of mathematical population genetics from the mid-twentieth century: Malécot and Kimura. Among many important contributions (Nagylaki, 1989; Slatkin and Veuille, 2002), Malécot introduced the notion of following a pair of alleles backward in time to their common ancestor (Malécot, 1941, 1948). This is the basic idea behind coalescent theory, which is discussed in detail below. Kimura is best known for the
neutral theory of molecular evolution (Kimura, 1983), but his place in mathematical population genetics derives from his work on the diffusion theory of allele frequencies.

**DIFFUSION THEORY**

As the results of diffusion theory are used below and the assumptions of coalescent theory and diffusion theory are the same, a brief review of the basic concepts is given here. See Ewens (1979, 2004) for an excellent and thorough treatment.

Diffusion models approximate the dynamics of allele frequencies over time in large populations. The discrete or exact models of population genetics typically imagine a diploid population of constant size $N$, in which time is measured in discrete units of generations. The number of copies of an allele (e.g., the mutant $A_2$ above) must, at any one time, be one of $2N+1$ possible values: 0, 1, 2, …, $2N-1$, $2N$. If there are $k$ copies of an allele, then the frequency of that allele is $p = k/(2N)$. In a diffusion model, both time and allele frequency are measured continuously: $p \in [0,1]$, and $t \in [0,\infty)$. This is achieved by taking a limit of the dynamics, as $N$ tends to infinity, with time rescaled so that one unit of time in the diffusion model corresponds to $2N$ generations in the discrete model. Intuitively, when $N$ is large, $p$ may assume very many possible values, so there will be little error in measuring allele frequencies continuously. Similarly, a single generation comprises a very small step when time is viewed on the scale of $2N$ generations. Diffusion models allow the computation many quantities of interest (in order to make predictions, test hypotheses, and estimate parameters), while most discrete models are mathematically intractable.

Discrete models differ in their assumptions about population demography and reproduction, and thus about the dynamics of genetic transmission from one generation to the next. The Wright-Fisher model is the most commonly used (Fisher, 1930; Wright, 1931), although the Moran model is employed often (Moran, 1962). Besides tractability, another advantage of the diffusion approximation is that many different discrete models have the same diffusion limit. Here, “the same” includes the possibility of a constant multiplier of the time scale, so that time is measured in units of $2Nc$ generations. In the Wright-Fisher model, $c = 1$, and in the Moran model, $c = 1/2$, but the mathematical form of the diffusion equations is identical. We say that the *effective population size* is $N_e = cN$ diploid individuals (Ewens, 1982; Sjödin et al. 2005). This means that we may use the diffusion approximation of the Wright-Fisher model to illustrate general features of the evolution of populations, knowing that if we replace $N$ with $N_e$ the results will be valid for other populations that do not conform to the overly simple Wright-Fisher model.

A single effective population size may not exist, as in the case of two populations with little or no gene flow, or when the size of the population changes dramatically over time so that the time scale of the diffusion model would also have to change over time. In the interest of brevity and simplicity, populations which deviate so dramatically from the assumptions of the Wright-Fisher model will not be considered here.

On a per-generation basis, the rate of genetic drift, which is the rate at which the frequency of an allele will change, at random due to the vagaries of genetic transmission in a population, is equal to $1/(2N)$ in the Wright-Fisher model. The per-generation effects of selection, mutation and recombination are captured in additional parameters, here denoted $s$, $u$, and $r$. We saw the definition of $s$ above, and we now define $u$ and $r$ to be
the probability of a mutation at a single nucleotide site and the probability of a recombination event between two adjacent nucleotide sites, respectively, between a parent and its offspring. This simple statement of a model leaves our many potentially important things, such as possible variation in these parameters across a genome, among alleles, or through time, and we should add such details to the model later, as needed. In the diffusion limit, where time is rescaled by $2N$, random genetic drift has rate 1 and the strengths of selection, mutation and recombination are given by $2Ns$, $2Nu$, and $2Nr$.

By tradition, the population mutation parameter is defined as $\theta = 4Nu$ or twice the population rate of mutation on the diffusion time scale. For consistency, in what follows, the population parameters for selection and recombination will be defined as $\sigma = 4Ns$ and $\rho = 4Nr$. Note, however, that both $\alpha$ and $\gamma$ are frequently used in place of $\sigma$, and are often defined as $2Ns$ rather than $4Ns$.

Kimura’s (1955a,b) groundbreaking achievement was to obtain the probability density function of the frequency of an allele at any future time given its current frequency, at a single locus under the influence of natural selection and random genetic drift. Again, it is impossible to make predictions of this sort under most discrete models, in particular the Wright-Fisher model. Kimura’s result spurred much further work on diffusion theory, by himself and others, which is reviewed in Ewens (1979, 2004).

NEUTRAL COALESCENT THEORY

Kimura’s use of diffusion theory in the 1950s flowed out of his desire to explore the dynamics of genetic drift, which Wright had promoted as having a dramatic role in evolution. In the 1960s, the focus of population genetics shifted to explaining the new observations of protein-sequence divergence between species and allozyme variation within species (Zuckerkandl and Pauling, 1965; Harris, 1966; Lewontin and Hubby, 1966). These and subsequent data caused a dramatic shift in thinking about the role of natural selection, with Kimura and others (Kimura, 1968; King and Jukes, 1969) suggesting a predominant role for neutral mutations in evolution at the molecular level. Later, this concept was greatly expanded by Ohta (1973, 1992) to include weakly selected, or ‘nearly neutral’ mutations. By emphasizing random genetic drift, the new theories did seem to provide a simple explanation for the observations of the day: that molecular differences between species accumulate surprisingly linearly with time and that natural populations harbor tremendous amounts of genetic variation.

Previously, with little data available, population geneticists had formed two opposing selectionist camps: the ‘classical’ and ‘balance’ schools (Dobzhansky, 1955). Lewontin (1974) provides a clear analysis of how these gave way to the neutral theory when faced with explaining high observed levels of polymorphism and divergence, and Crow (2008) recounts the arguments from the key perspective of someone whose career spanned this and other controversies. Lewontin (1974) argued against an unbridled focus on neutrality. He suggested the term ‘neoclassical theory’ because, although a shockingly large fraction of the functional differences at the molecular level might be invisible to selection, still most mutations are disadvantageous and some or all adaptations must be driven by natural selection. Kimura recognized these points in his concept of the neutral theory: he was ready to accept that approximately 10% of amino acid substitutions between species could be driven by positive selection (see Ohta and
Kimura, 1971), and that 85-95% of non-synonymous, or amino-acid-changing, mutations are substantially deleterious (see pp. 206-210 in Kimura, 1983).

If we wish to infer the action of natural selection, then neutrality is the appropriate null hypothesis. Mathematical models soon began to include the assumption that all genetic variation was neutral. Importantly, they also included increasingly refined assumptions about the mutation-structure of variation, in an effort to be appropriate to the data at hand (Ewens, 1972; Ohta and Kimura, 1973, Moran, 1975; Watterson, 1975). It seems inevitable in hindsight that this would lead to the consideration of the mathematical structure of ancestral relationships among sampled alleles, or gene genealogies. For example, the famous Ewens sampling formula (Ewens, 1972; Karlin and McGregor, 1972) clearly has the fundamental structure of gene genealogies under neutrality embedded in it; see Hobolth et al. (2008) and section 3 of Kingman (1982a). However, a major shift in orientation was required: from the prospective view of classical population genetics to the retrospective view of coalescent theory (Ewens, 1990).

The paper by Watterson (1975) is the earliest in which gene genealogies and their relationship to genetic data are easily recognizable. Remarkably, if all variation is selectively neutral, it is possible to model just the ancestors of the sample, and ignore the other members of the population. Figure 1 shows a hypothetical gene genealogy, or coalescent tree, for a sample of size $n = 6$. It is a binary tree which traces the ancestral lines of the sample back (up) to their most recent common ancestor. Time is measured by vertical distance. The nodes in the tree represent coalescent events, where a pair of ancestral lines reaches a common ancestor. Each branch in the tree depicts all of the genetic ancestors of particular members of the sample. Therefore, any polymorphisms in the data must be due to mutations along the branches. Watterson used this idea to derive the expectation and variance of the number of polymorphic nucleotide sites in a sample at a locus that does not undergo recombination.

The coalescent and the diffusion are inextricably related as dual processes; for mathematical details, see Möhle (1999). Under identical assumptions to those made in diffusion theory, but for the moment without selection or recombination, each pair of ancestral lines coalesces independently with rate equal to one. In the Wright-Fisher model, this corresponds to their being a probability $1/(2N)$, in each generation looking back, that two alleles descend from a common ancestral allele. In considering the limit $N \to \infty$, the sample size $n$ is treated as a (finite) constant, and this is the reason that all coalescent events occur between pairs of alleles rather than larger numbers.

Because every pair of ancestral lines coalesces with rate equal to one, neutral gene genealogies are random-joining trees and the time, $T_i$, during which there exist exactly $i$ lines ancestral to the sample is exponentially distributed with mean $2/(i(i-1))$, which is the inverse of the number of possible pairs of $i$ lines. As a result, $T_2$ tends to be the longest coalescent interval, comprising about half of the time to the most recent common ancestor ($T_{MRCA} = T_n + T_{n-1} + \ldots + T_2$). The gene genealogy in Figure 1 is drawn with the times, $T_i$, equal to their expected values. On the coalescent or diffusion time scale, the expected value of $T_{MRCA}$ is equal to

$$E(T_{MRCA}) = 2\left(1 - \frac{1}{n}\right).$$
This can be translated into Wright-Fisher-model generations by multiplying by $2N$. For large samples it converges to $4N$ generations, which is not unexpected because this is also the expected fixation time for an allele from forward-time diffusion theory without selection (Kimura and Ohta, 1969). With a choice of mutation model, this standard coalescent is an efficient way of predicting patterns of neutral variation. In modeling or simulation, we simply generate the tree and the times, then place mutations randomly along each branch with rate $0/2$ per site.

Kingman (1982a,b) gave the mathematical proof of the coalescent process. Independently, biologists were introduced to the theory of gene genealogies and their biological relevance by Hudson (1983a, 1990) and Tajima (1983). Tavaré (1984) helped bridge the gap between the biological and the mathematical, and between diffusion theory and coalescent theory. Hudson also studied the effects of recombination, and described how to simulate gene genealogies both with and without recombination (Hudson, 1983a, 1983b, 2002). Recombination complicates the coalescent process substantially, but is difficult to brush aside because the per-site rates of mutation and recombination ($\theta$ and $\rho$) appear to be of the same order of magnitude in many species. Table 4.1 in Lynch (2007) gives examples. Thus, a growing number of neutral coalescent approaches to inference take recombination into account; for example, see Becquet and Przeworski (2009). When natural selection is added to the coalescent, it becomes absolutely critical to include recombination.

Coalescent theory is best known today for having produced a repertoire of tools for statistical inference under the assumption that genetic ‘markers’ (i.e. polymorphisms) are neutral. In the 1980s, this was fueled by the remarkable utility of uni-parentally inherited, non-recombining animal mitochondrial DNA for uncovering plausible histories of population expansions and contractions, and complex patterns of geographic subdivision, in many different species (Avise et al., 1987). Appropriate statistical machinery was developed, and work flourished after the introduction of Markov chain Monte Carlo, importance sampling, and Bayesian approaches in computational methods of coalescent-based inference. Stephens and Donnelly (2000), Marjoram and Tavavré (2006), and Felsenstein (2007) together give a comprehensive review of methods. Estimates made using these tools are sensible enough that they have contributed to broad debates about ancient processes and events; for example, see Hey (2005).

**GENOMIC DATA AND THE MODELING RESPONSE**

The continued development of technologies for measuring genetic variation after the 1960’s—from restriction-enzyme digests of mitochondrial DNA (Avise et al. 1979; Brown, 1980), to early DNA sequence data (Aquadro and Greenberg, 1983; Kreitman, 1983)—has led us to the massive contemporary genome-sequencing efforts, such as the 1000 Genomes Project and the Personal Genome Project. As new data are gathered, paradigms are questioned. At present, genomic polymorphism and divergence data from a growing number of taxa suggest staggering amounts of positive selection. For example, Hahn (2008) cites estimates from *Drosophila melanogaster* and *D. simulans* that 30% to 94% of amino acid substitutions between species have been driven by positive selection. Halligan et al. (2010) put this figure at 57% for substitutions between the mouse *Mus musculus castaneus* and the rat *Mus famulus*. Large fractions of positively selected
substitutions (~50%) have also been reported for non-coding regions in *Drosophila* (Begun et al., 2007). These dramatic observations do not seem to extend to some other well studied species, in particular *Arabidopsis* (Bustamante et al., 2002) and humans. Sella et al. (2009) summarize a number of studies of humans, and conclude that ~10% of amino acid substitutions have been driven by positive selection.

The latter figure (~10%) is remarkably similar to the initial estimate that was considered broadly consistent with the neutral theory (Ohta and Kimura, 1971; Kimura, 1983). As Lewontin (1974) pointed out, the discovery that some genetic loci have been the targets of selection does not invalidate the neoclassical view. In addition, Thornton et al. (2007) and Jensen (2009) caution against drawing strong conclusions based on current methodologies and data. Still, Hahn (2008) argues that a new theory is required, one in which selection plays the major role, and Sella et al. (2009) agree that at least some parts of the neutral, or neoclassical, theory are in dire need of an overhaul.

One major tenet of population genetics, which sits at the base of neutral theory, is clearly not in question: a large fraction of mutations alter function so ruinously that they are extremely unlikely to be observed, either as substitutions between species or as polymorphisms within species. In fact, one of the principal methods of estimating the fraction of positively selected amino acid changes (Smith and Eyre-Walker, 2002) is to use the ratio of non-synonymous to synonymous polymorphisms within species to set a low baseline expectation for the ratio of non-synonymous to synonymous substitutions between species. Positively selected amino acid changes may then be uncovered, by an “excess” of non-synonymous substitutions, even if the number of non-synonymous substitutions per site is much smaller than the number of synonymous substitutions per site. Such considerations lead to sophisticated yet tractable statistical approaches to estimating selection in the case where sites may be assumed independent of one another (Sawyer and Hartl, 1992; Sawyer et al., 2003).

Positive natural selection for adaptive traits has been the primary source of excitement among workers studying the genomic effects of selection. In addition to estimating the overall prevalence of positive selection, effort has focused on identifying recently selected loci. This is possible because the fixation of an advantageous allele at one locus affects loci nearby, in a phenomenon known as genetic ‘hitch-hiking’ (Maynard Smith and Haigh, 1974; Kaplan et al. 1989). The primary signal of this is a reduction in variation around the site of selection, but a number of subtler effects occur as well (Nielsen, 2005). The term ‘selective sweep’ is used loosely to mean the fixation of a positively selected allele or the attendant reduction in variation. Thornton et al. (2007) review genomic scans for recent selective sweeps in *Drosophila*, which have identified large numbers loci. In humans, Williamson et al. (2007) suggest that recent hitch-hiking affects 10% of sites in the genome. Although demographic factors can lead to false positive inferences of selection (Thornton et al., 2007), and divergence data and polymorphism data give rather different estimates of the prevalence of selection (Jensen, 2009), these recent findings motivate the development of coalescent approaches to modeling selective sweeps.

**SELECTION AND GENETIC DRIFT FORWARD IN TIME**
The models of population genetics are often based on diffusion approximations, but are the assumptions of diffusion theory reasonable for loci undergoing positive selective sweeps? Diffusion theory assumes that \( s, u, \) and \( r \) are very small and \( N \) is very large. Formally, the limit \( N \to \infty \) is taken with \( \sigma = 4Ns \), \( \theta = 4Nu \), and \( \rho = 4Nr \) held constant. However, simulations show that many results of diffusion theory are very accurate for moderate values of the discrete-model parameters, such as \( N = 100 \) and \( s = 0.01 \). The occurrence of a sweep implies that selection is strong in some sense, so we ask more specifically whether it is reasonable to use a model in which \( s \) is assumed to be much less than one. Estimates from recent selective sweeps suggest that the answer is yes. One example, not from \textit{Drosophila} but from deer mice, was reported recently by Linnen et al. (2009). They estimated \( s = 0.0056 \) for a recently swept allele affecting pelage color of mice in the Nebraska Sand Hills. This is similar to the larger estimates for swept loci in \textit{Drosophila} (Thornton et al., 2007; Sella et al., 2009), so assuming small \( s \) appears safe. Still, a sweep certainly indicates that selection has overwhelmed random genetic drift. In the diffusion model, this occurs when \( \sigma \) is large. Estimates of \( \sigma \) for swept loci in \textit{Drosophila} range from values in the tens to values in the thousands (Thornton et al., 2007; Sella et al., 2009). In sum, the diffusion with large \( \sigma \) appears to be a good starting point for modeling selective sweeps.

Note that there is an entirely different diffusion model in population genetics (Norman, 1975), which may be more appropriate for large \( \sigma \). Unfortunately, few results are available for this “Gaussian” diffusion model, and we will not pursue it further. Ewens (1979, 2004) points out that the Gaussian diffusion and the standard one should overlap for certain parameter values (i.e. large values of \( \sigma \)), and this is illustrated for strong balancing selection and mutation in Wakeley and Sargsyan (2009).

We will define a sweep as the event that a positively selected allele, which starts in frequency \( 1/(2N) \) as a new mutation, reaches frequency 1, or fixes in the population. For simplicity, we will also assume that all parameters are constant over time (but see below). Diffusion theory can tell us about the distribution of trajectories the allele will take on its way to fixation. Knowing this distribution is helpful because many things we are interested in are functions of the allele-frequency trajectory. For example, the average duration of the sweep is identical to the expected value of the length of the trajectory. Other quantities, such as the probability of coalescence during a sweep or the chance of observing a sweep in a sample of genetic data, also depend on the characteristics of allele-frequency trajectories.

To illustrate the simplest dynamics of genetic evolution, and with the emerging estimates from \textit{Drosophila} and humans as a backdrop, let us imagine a locus comprised of a single ‘advantageous’ site, 1000 ‘deleterious’ sites, and 1000 ‘neutral’ sites. For humans, estimates of \( \theta \) are on the order of 0.001 and estimates of the effective population size are on the order of 10000. Thus, we will use a Wright-Fisher model with \( N = 10^4 \) and \( u = 2.5\times10^{-8} \). Then, the total rates of mutation are \( \theta_a = 0.001 \) for ‘advantageous’ sites and \( \theta_d = \theta_n = 1.0 \) (i.e., \( 1000\times0.001 \)) for ‘deleterious’ and ‘neutral’ sites. Let us also assume fairly strong selection, in particular \( \sigma_a = 100 \) and \( \sigma_d = -100 \). With \( N = 10^4 \), this corresponds to \( |s| = 0.0025 \) for advantageous and deleterious mutants. Of course, we have \( \sigma_n = 0 \). Estimates of \( \theta \) for \textit{Drosophila} are somewhat more than an order of magnitude greater than those for humans. For computational efficiency, let us get our “\textit{Drosophila}” parameters simply by multiplying the “human” diffusion-
scale parameters by ten, so that $\theta_a = 0.01$, $\theta_d = \theta_n = 10.0$, $\sigma_a = 1000$, and $\sigma_d = -1000$. In the simulations presented below, this is realized by using the same per-generation parameters as for humans, but with $N = 10^5$ instead of $N = 10^3$.

This idealized model will serve to generate intuition about selective sweeps and the relative magnitudes of the processes involved. In relation to the estimates of rates of adaptive substitution in humans and *Drosophila*, with these parameters, our model predicts that $\sim 9\%$ of substitutions will be driven by positive selection in “humans” and $\sim 50\%$ of substitutions will be driven by positive selection in “*Drosophila*.” These percentages are derived, in the usual way, by multiplying the per-generation rates of introduction each type of mutation ($\theta_d/2$, $\theta_n/2$, $\theta_a/2$) by their probabilities of fixation from diffusion theory,

$$P(\text{fix}) = \begin{cases} 
\frac{1}{2N} & \text{if } \sigma = 0, \\
\frac{1 - e^{-\sigma/(2N)}}{1 - e^{-\sigma}} & \text{if } \sigma \neq 0.
\end{cases}$$

Note that this is the standard result, which is sufficient for our purposes, and does not include the $s \rightarrow s/(1+s)$ correction suggested by Bürger and Ewens (1995).

For our “humans,” we have $P(\text{fix})$ approximately equal to $5 \times 10^{-3}$, $5 \times 10^{-5}$, and $1.9 \times 10^{-46}$ for advantageous, neutral, and deleterious mutations, respectively. For our “*Drosophila*” model, the corresponding values are $5 \times 10^{-3}$, $5 \times 10^{-6}$, and $2.5 \times 10^{-437}$. Note that when $\sigma = 4Ns$ is large and $s$ is small, as is true here, the second case in the equation above gives $P(\text{fix}) \approx 2s$, which is the classical population genetic result we saw earlier. The probabilities of fixation of advantageous mutants are thus the same for our “humans” and our “*Drosophila*,” while the probabilities for neutral mutants differ by a factor of ten due to the difference in population size. In both cases deleterious mutations are exceedingly unlikely to fix.

Figure 2 shows the trajectories of advantageous alleles in simulations of our “humans” (Figure 2A,B) and “*Drosophila*” (Figure 2C,D). First, a large number of trajectories was simulated, from the introduction of a mutant in a single copy until the mutant either fixed or went extinct. Then, the origination times of the mutations were generated using the per-generation population rates of advantageous mutation, $\theta_a/2$. Thus, these simulations are of independent trajectories; they do not take interference between alleles into account. This is reasonable for “humans” because successful sweeps are fairly well separated in time (2A) and alleles go extinct quickly when sweeps fail (2B), and does not invalidate the qualitative points we will draw from the figure as a whole. Simulations of each trajectory were done according to the discrete Wright-Fisher model, with the parameters above.

Before looking in detail at Figure 2, note that our model and simulations follow the fairly common convention of using one-locus, two-allele dynamics to portray a situation which is probably much more complicated. For example, we have assumed that every mutation at the ‘advantageous’ site has selection parameter $\sigma_a$. Recalling our classical $A_1/A_2$ model, this would be realized if the average number of offspring of $A_2A_2$ is
mysteriously reset from $1 + 2s$ to back 1 at the conclusion of the sweep, and the next mutation again has selection coefficient $s$. We have also assumed that the strength of selection is constant over time, which might not be realistic even within a single sweep. Gillespie has shown repeatedly (e.g., Gillespie, 1991, 2004b) that key features of the dynamics of fully specified, multi-allele models, in which selection parameters differ among alleles and may change over time, are simply not captured using two-allele approaches, and has further argued that these shortcomings are fatal to neutral-theory explanations of the molecular evolution. For us they are of somewhat less concern because our focus is the much shorter time scale of single sweeps.

Figure 2 shows the frequency trajectories of advantageous alleles over a period of time during which we expect 1000 advantageous mutations to occur. Sweeps appear as nearly vertical curves, in which the frequency ($x$) of an allele rises quickly from $1/(2N)$ to 1. Because the probability of fixation is $\approx 5 \times 10^{-3}$ in both "humans" and "Drosophila", we expect about five selective sweeps in each. This is exactly what was observed in these particular simulations, but just by chance: in both cases the number of sweeps is Poisson distributed with mean $\approx 5$. The time it takes to observe 1000 advantageous mutations is ten times shorter in "Drosophila" than in "humans" because the rate of introduction of advantageous mutations ($\theta_a/2$) is ten times greater. If we ran our "Drosophila" simulations over $2 \times 10^6$ generations, as we did for "humans," we would expect to see 50 sweeps. Time in Figure 2 is measured in generations, and accordingly the panels for "Drosophila" (C,D) are one tenth the length of the panels for "humans" (A,B).

Panels A and C display the entire range of frequencies, and on this scale only a handful of the trajectories are visible. At our hypothetical locus, with its one positively selected site, we expect one advantageous mutation to occur about every 2000 generations in "humans" and one about every 200 generations in "Drosophila." Even focusing on much smaller frequencies, as in panels B and D, the trajectories of most alleles are difficult to see. Recall than only $\approx 5 \times 10^{-3}$ of advantageous mutations will sweep to fixation. The other $\approx 99.5\%$ of them go extinct, and they do so very quickly, without ever reaching substantial frequencies. The trajectories of the deleterious alleles at our loci are not shown. For our values of $\sigma_d$ ($-100$ and $-1000$), deleterious alleles will essentially never fix in the population. They enter the population and may drift to frequencies of 1% or so, but then are lost.

Within our "humans," advantageous and deleterious mutations will not typically have much effect on levels of neutral polymorphism. Either they will never reach appreciable frequencies or they will sweep quickly through the population and only rarely be observed. Sweeps in our "humans" occur on average only every 400,000 generations while the effective population size, which sets the average time for neutral variation to reach equilibrium levels, is only 10,000. The situation is rather different for our "Drosophila," in which sweeps occur at the locus every 40,000 generations and the effective population size is 100,000. In this case, we expect sweeps to greatly affect levels and patterns of neutral polymorphism.

Methods of inference of selective sweeps often assume that the population has been sampled just at the end of the sweep. In applications this needs to be justified, because, a priori, the time back to the last sweep is unknown. In our model it would be roughly exponentially distributed with mean $(P(\text{fix})\theta_a/2)^{-1}$. Sweeps appear to go to completion almost instantaneously on the time scale in Figure 2. However, by traveling
back to the end of the last sweep that occurred in each case, and changing the time scale, we can see the shape of sweeps. Figure 3 shows this for “humans” (panel A) and “Drosophila” (panel B), with the time scale given in the coalescent or diffusion units of 2N generations. In both cases, the total range is 0.5 on the new time scale, which is equivalent to N generations (10,000 for “humans” and 100,000 for “Drosophila”). Also, time now flows from the moment the population is sampled back into the past, as is the custom in coalescent modeling. In contrast to Figure 2, only those trajectories that went to fixation are shown in Figure 3.

Figure 3 illustrates that sweeps tend to follow sigmoidal trajectories, with allele frequencies changing relatively slowly when \( x(t) \) is close to 0 or 1, but moving rapidly through the middle frequencies. With time measured in units of 2N generations, more strongly favored alleles will sweep more quickly through the population (\( \sigma_a = 100 \) in A versus \( \sigma_a = 1000 \) in B). In addition, in species like our “Drosophila” shown in Figure 3B, the rate of occurrence of selective sweeps might be such that several will have happened in the recent ancestry of a locus under study. We can recall the results of neutral coalescent theory, that the average time back to the common ancestor for a sample of size \( n = 2 \) is equal to 1 (i.e. 2N generations) and the average time to the most recent common ancestor of all members of a large sample is \( \sim 2 \) (i.e. \( \sim 4N \) generations).

The standard diffusion model, with large \( \sigma \), allows us to quantify these observations. A fundamental result of diffusion theory in population genetics, due to Ewens (1963, 1964), concerns the average time that an allele, which begins in frequency \( p \) and sweeps through the population, spends at each frequency \( x \) on its way to fixation. The function, called \( t^*(x;p) \) and given as equation 5.52 in Ewens (1979) or 5.53 in Ewens (2004), has the interpretation that

\[
\int_{x_1}^{x_2} t^*(x;p) dx
\]

is the average amount of time, on the diffusion time scale, that the allele frequency spends in the interval \((x_1,x_2)\) before the allele fixes in the population. Integrating over the entire frequency range gives the expected total sweep time of a new mutant. When \( \sigma \) is large, this may be approximated as

\[
t_{\text{fix}} = \int_0^1 t^*(x;p) dx \approx \frac{4(\log(\sigma) + \gamma)}{\sigma}.
\]

The symbol \( \gamma \) above is Euler’s constant (approximately 0.5772). Note that \( s \) in Ewens (1979, 2004) is equivalent to our \( 2s \), so \( \alpha = 2Ns \) in Ewens is equivalent to our \( \sigma \). The equation above gives \( \sim 0.2 \) for the fixation time when \( \sigma = 100 \), and \( \sim 0.03 \) when \( \sigma = 1000 \), and these match the simulation results very well (e.g. see Figure 3).

Although this particular result for the fixation time of a strongly advantageous allele starting from a single copy seems to have appeared in the literature only recently (Hermisson and Pennings 2005; Etheridge et al. 2006; Hermisson and Pfaffelhuber 2008), it illustrates something that has been known for several decades. That is, deterministic equations for allele-frequency trajectories can drastically overestimate the
amount of time an allele will spend in small frequencies (e.g., Ewens (1979) page 149). If an advantageous allele is going to sweep to fixation, it must move away from the boundary (x=0) faster than the deterministic equations predict. Still, it is not uncommon to see deterministic results and methods used in this context in the biological literature. The deterministic model (e.g., 1.28 in Ewens (1979) but with our s) gives

\[ \int_{\frac{1}{2N}}^{1} \left( sx(1-x) \right)^{-1} dx = \frac{2\log(2N - 1)}{s} \approx \frac{2\log(2N)}{s} \]

for the fixation time, in generations. This appears in many publications. It may be compared to the diffusion result above by multiplying \( t_{\text{fix}} \) by \( 2N \) and rearranging:

\[ 2Nt_{\text{fix}} \approx \frac{2(\log(2N) + \log(2s) + \gamma)}{s} \]

Recall that \( \log(a) < 0 \) when \( 0 < a < 1 \), and tends to negative infinity as \( a \) tends to zero. Even if \( \sigma \) is large, it might not be reasonable to assume that \( \log(2N) \) is much greater than both \( \log(2s) \) and \( \gamma \). For any values of \( s \) we are likely to consider, the deterministic result will overestimate the diffusion result. In our “humans,” the diffusion result gives 4146 generations, while the deterministic result gives 7923 generations. For “Drosophila,” the corresponding numbers are 5988 generations and 9765 generations.

The fact that allele-frequency trajectories are sigmoidal is key to understanding coalescent models of selective sweeps because the rates of events in the ancestry of a sample depend on the allele frequencies. As a final point about diffusion models of sweeps before turning to coalescent models, Etheridge et al. (2006) have recently obtained the very interesting result that as \( \sigma \) grows, the fraction of the time that the allele spends the ‘middle frequencies’ becomes negligible; see their Lemma 3.1 and note that their \( \alpha \) is our \( \sigma/2 \). Specifically, the time spent going from frequency \( \epsilon \) to \( 1-\epsilon \) becomes negligible, for any \( 0 < \epsilon < 1 \), so that the allele ultimately spends half of \( t_{\text{fix}} \) in the interval \((0,\epsilon)\) and the other half in the interval \((1-\epsilon,1)\). Because of this, it is possible to make some detailed calculations concerning the approximate behavior of coalescent process during selective sweeps when \( \sigma \) is large (Etheridge et al., 2006).

Our investigation of coalescent models with selection will be drawn upon these results from diffusion theory. We will focus on selective sweeps, in particular the effect these have on ancestral processes at nearby neutral loci. It seems increasingly clear that the hitch-hiking effect studied by Maynard Smith and Haigh (1974), which reduces polymorphism levels around the site of a sweep, has affected many loci. For example, based on data from humans, Sabeti et al. (2007) listed 22 regions in the human genome where selection appears to have decreased polymorphism over spans of 0.2 to 3.5 Mb, at least in some populations. Kimura (1983) did not cite Maynard Smith and Haigh (1974) and yet he accepted the estimate that roughly 10% of substitutions might be driven by positive selection (Ohta and Kimura, 1971). This is roughly what our “human” model predicts. On the one hand, it is true that polymorphism levels at our “human” locus should not typically deviate from neutral predictions, because sweeps will occur only about once every \( 20\times2N \) generations. Using the diffusion result for \( t_{\text{fix}} \), with \( \sigma = 100 \), the
chance of catching a sweep in progress is only about 1%. On the other hand, if a large number of loci are surveyed, we should not be surprised to find several that have recently been affected by sweep. It is these loci that current genome-wide scans for selection may uncover, and coalescent models are being developed to aid both in their identification and to make estimates of the strength and timing of selection.

COALESCENT MODELS WITH SELECTION

When selection operates, for example with two alleles $A_1$ and $A_2$, then the population is structured by allelic type such that the average number of offspring of genetic lineages labeled $A_1$ differs from that of lineages labeled $A_2$. In order to model the genetic ancestry of a sample, we need to keep track of these labels. Here we will review three different approaches to this problem, guided by our concern for selective sweeps. A fourth coalescent approach to selection, the ancestral selection graph (Krone and Neuhauser, 1997; Neuhauser and Krone, 1997), will not be reviewed because it has not been extended to apply to selective sweeps. Hitch-hiking will be a key phenomenon in our investigations: neutral genetic markers contain information about past histories of selection just as they do about other demographic processes and events. The fact that strongly selected adaptive substitutions have probably occurred at a small minority of sites in the genome means that the bulk of signals of selection will be in patterns linked variation. Recombination is the process that modulates the effect of linkage, so recombination is fundamental in what follows.

The Structured Coalescent Approach

Hudson and Kaplan (1986) showed how conditioning on the allelic types of a sample alters the coalescent process, in a way that is similar to the effect of geographic structure and migration. Two lineages with the same allelic type may coalesce, but two lineages with different types must wait for mutation to change the type of one or the other. Kaplan et al. (1988) applied this idea to a locus under selection, showing that rates of coalescence and mutation in the ancestral process depend on the frequencies of the two alleles. Hudson and Kaplan (1988) extended the model to describe the coalescent process at a linked neutral locus, conditional on the frequency trajectory at the selected locus. Darden et al. (1989) described the joint process of coalescence at the linked neutral locus and changes in allele frequencies at the selected locus by the standard diffusion. Barton et al. (2004) investigated this model more rigorously, and found boundary conditions necessary to allow analytical work. Kaplan et al. (1989) considered the specific application of this approach to a strong selective sweep and the effect this has on variation at the linked neutral locus.

This structured coalescent approach has led to a number of useful simulation methods (Slatkin, 2001; Kim and Stephan, 2002; Przeworski, 2003; Coop and Griffiths, 2004)., in which an allele-frequency trajectory is generated, then the structured coalescent process is run conditional on the trajectory. A main goal in developing these simulations is to devise methods of estimating the characteristics of sweeps, such as the selection parameter $\sigma$ and the time the last sweep began. Kim and Wiehe (2009) review the issues and available software.
A key feature of the structured coalescent approach to selection is that the rate of coalescence within an allelic class depends inversely on the allele frequency. Consider our selectively favored allele $A_2$, whose frequency is $x(t)$ at time $t$ in the past, measured in units of $2N$ generations. If there are $i$ ancestral lineages of type $A_2$, then the rate of coalescence between any pair of them is $1/x(t)$, and the total rate is

$$\frac{i(i-1)}{2} \frac{1}{x(t)}.$$

If $x(t) = 1$, the rate is, rightly, the same as in the standard neutral coalescent. However, if $x(t) < 1$, then the rate is greater than in the standard neutral coalescent. The reason for this is that, when $x(t)$ is smaller, there are fewer possible parents of the $i$ lineages, so the probability of a common ancestor in a single generation is larger. The same notion applies to lineages that possess the $A_1$ label, but with $1-x(t)$ instead of $x(t)$.

In considering the effects of linkage, we imagine a site or locus $B$ that sits at a distance $m$ from the selected locus $A$. Let $m$ be in units of base pairs and the total scaled rate of recombination be

$$\rho^* = m\rho,$$

where $\rho$ is the per-site rate of recombination we defined before. Recall that $\rho = 4Nr$, and that $\rho/2$ is the rate of recombination between two adjacent base pairs on the coalescent time scale. In defining $\rho^*$ as the product $m\rho$, we have implicitly assumed that $m$ is small enough that we can ignore interference between cross-over events. Note also that, since (by assumption) variation at locus $B$ is neutral, we do not yet need to specify allelic types at this locus. Rather, we can use the convenient coalescent technique, discussed above, of modeling the genealogical and mutational processes separately.

Each of the members of a sample of size $n$ taken at the $B$ locus will be linked either to an $A_1$ allele or to an $A_2$ allele at the selected locus, and the same is true of the ancestral lineages of the sample. It is this linkage that makes the ancestry at the $B$ locus differ from the predictions of the standard neutral coalescent. Thus, in modeling the ancestry of the $B$-locus sample, the appropriate label for each $B$-locus lineage is the allelic type at the $A$ locus, to which it is linked.

If $i$ $B$-locus lineages are linked to $A_2$ alleles, then the rate of coalescence between each pair is $1/x(t)$ and the total rate is identical to the total rate for the $A$ locus given above. This will be true as long as $m$ is not too large, as it neglects the possibility that both recombination and coalescence occur in a single generation. Crucially, $B$-locus lineages can switch labels as we follow them back in time. This occurs when a lineage ancestral to the sample was the product of a recombination event in an individual who was heterozygous at the $A$-locus. If $i$ $B$-locus lineages are linked to $A_2$ alleles, then the total rate of this type of event at time $t$ in the ancestral process is

$$i\rho^*(1 - x(t))/2.$$
with $\rho^*$ as defined above. If an event of this type occurs, one of the $B$-locus lineages switches types at the $A$ locus (from $A_2$ to $A_1$). To explain the equation above, each of the $i$ lineages hits a recombination event between $A$ and $B$ with rate $\rho^*/2$, but only $1-x(t)$ of these events occur in heterozygous individuals. There is no additional 2 in the formula, as might be expected given the Hardy-Weinberg proportions implicitly assumed, because we have conditioned on the type of one allele. For $B$-locus lineages that are linked to $A_1$ alleles, the rate of label switching depends on $x(t)$ instead of $1-x(t)$.

As suggested above, $B$-locus lineages can also escape the sweep due to mutations at the $A$ locus. The probability of this depends on the mutation rate ($\theta_a$) at the $A$ locus but not on distance $m$ between the loci, and over the entire sweep is of order $\theta_a$ (Hermisson and Pennings, 2005). For simplicity, we will ignore this possibility.

Figure 4A shows a hypothetical gene genealogy of a sample of size $n=6$ at the $B$ locus under this structured coalescent model, for a population that has experienced a recent sweep at the $A$ locus. The allele-frequency trajectory, shown in pink, is from the simulations described above. Blue boxes mark recombination events by which two $B$-locus lineages were able to ‘escape’ the sweep by switching labels. As a result, these two members of the sample may carry mutations at the $B$-locus that occurred in the ancestral population before the sweep. If there is no recombination, then the entire sample will coalesce during the sweep, and any variation in the sample must be due to mutations that occurred since the sweep. The hypothetical time scale in Figure 4A can be compared to the standard neutral one in Figure 1. The lineages that predate the sweep travel up out of the figure because their expected time to common ancestry is much greater than the range given in Figure 4A. Among these we would expect to see neutral levels of polymorphism. Thus, polymorphism will be reduced at the $B$ locus only to the extent that extra coalescent events occur during the sweep. Due to the dependence on $\rho^* = m\rho$, larger reductions will occur when locus $B$ is close to locus $A$.

In the ancestral process depicted in Figure 4A, the frequency of $A_2$ decreases from 1 down to $1/(2N)$ as we follow it back through the sweep, then the single $A_2$ is converted into an $A_1$ allele by mutation. For the $B$-locus alleles that are linked to $A_2$, the rates of coalescence and escape by recombination will increase as $x(t)$ decreases. The rate of coalescence increases very dramatically because it depends on $1/x(t)$, while the rate of escape by recombination increases mildly, like $1-x(t)$. These rates, and the changes in $x(t)$, make coalescent analyses of selective sweeps complicated. However, we can see from the large-$\sigma$ diffusion approximation for $t_{\text{fix}}$ that the duration of a sweep will be small on the coalescent time scale, and will become negligible if $\sigma$ is very large (recall that for $\sigma = 1000$, we have $t_{\text{fix}} \approx 0.03$). The results of Etheridge et al. (2006) imply that a strong sweep will be divided fairly neatly into two halves. Because of the way the rates of coalescence and escape by recombination depend on the frequency of $A_2$, we expect most events to occur when $x(t)$ is small. Considered forward in time, small $x(t)$ corresponds to the first half of the sweep, during the convex part of the trajectory.

Beginning with Kaplan et al. (1989), a number of workers have considered approximations to $x(t)$, based on different models of how the frequency of allele $A_2$ increases from its initial frequency of $1/(2N)$. Kaplan et al. (1989) used the supercritical branching process, that gave the classical population genetic result $P(\text{fix}) \approx 2x$, to model first part of the trajectory, then followed it with the deterministic model for the middle frequencies, and finally a subcritical branching process for part just before fixation. They
chose frequency cutoffs of $10/\sigma$ and $1 - 10/\sigma$ for the boundaries between the three phases, based on the fact that once allele $A_2$ reaches frequency $10/\sigma$, it is essentially sure to fix.

Later, using the deterministic model over the entire trajectory, Wiehe and Stephan (1993) were able to obtain an analytical result for the decrease is neutral heterozygosity, \textit{i.e.} for a sample of size $n = 2$. Following considerations of Kaplan \textit{et al.} (1989), the formula of Wiehe and Stephan (1993) captures the effects of ‘recurrent’ selective sweeps, that is where a neutral locus is linked to several selected loci that undergo adaptive fixation events at some rate. There has been a great deal of interest in recurrent selective sweeps, and the formula of Wiehe and Stephan (1993) has been used extensively (Jensen, 2009; Sella \textit{et al.}, 2009).

Barton (1998) inserted a fourth phase into the trajectory, between the initial branching process and the deterministic model, based on the finding by Otto and Barton (1997) of an acceleration above deterministic increase over a range of small frequencies of $A_2$. Barton (1998) obtained a number of new analytical results, also for samples of size $n = 2$, in particular probabilities of identity by descent, and by extension, distributions of pairwise coalescence times.

Eriksson \textit{et al.} (2008) recently suggested modeling sweeps deterministically, but using the average time that the advantageous allele spends in each frequency class in place of the actual deterministic predictions. The authors used a Moran model, but were apparently unaware that some of their results were previously known (Ewens, 1963). In the context of the standard diffusion, their method is equivalent to assuming that the fixation event follows the ‘expected trajectory’ $t'(x;p)$ exactly. Although Eriksson \textit{et al.} (2008) offered no mathematical justification for their approach, it has some appeal because $t'(x;p)$ captures the fact that $A_2$ moves quickly through the small frequencies.

\textbf{The Yule Process Approximation}

Results for the decrease of heterozygosity are simple and useful, but greater power should be possible in coalescent approaches to samples larger than $n = 2$. For this reason, the computational methods of inference discussed above for neutral models aim to compute likelihoods for any sample. The likelihood captures all of the information in the data. The goal of simulation-based methods like the one of Coop and Griffiths (2004) is to apply this power of the (structured) coalescent approach to inferences about selection. However, because it is necessary to account for the unknown allele frequency in the population as it changes through time, structured coalescent methods for computing likelihoods are computationally costly. In this section, we consider a promising new model called the Yule process approximation.

In addition to pairwise measures, Barton (1998) investigated the distribution of ‘family sizes’ descending from a sweep, using simulations. Here, families are the descendants (in the sample) of each lineage that emerges from the sweep, looking backward in time. For example, in Figure 4A there are three families, and these have sizes 4, 1, and 1. If we knew the distribution of family sizes, we could derive key quantities, such as the distribution of allele frequencies after a sweep, using coalescent methods rather than forward-time analyses (Kim and Stephan, 2002; Kim, 2006). The Yule process approximation provides a way to generate the numbers and sizes of families that descend from the sweep, and the times of events in the ancestry of the sample.
Durrett and Schweinsberg (2004, 2005) introduced this approximation through an analysis of selective sweeps in a Moran population model. Etheridge et al. (2006) approached the same problem starting with the standard diffusion, showing that the Yule process approximation applies to a variety of models, in the limit as $N \to \infty$. In a presentation more accessible to biologists, Pfaffelhuber et al. (2006) describe a simulation algorithm for sampling gene genealogies at a neutral locus that is linked to a selected locus, based on a modified version of the Yule process approximation.

Durrett and Schweinsberg (2004, 2005) and Pfaffelhuber et al. (2006) assess the accuracy of the Yule process approximation compared to simulations of the discrete Wright-Fisher model and of the structured coalescent model with a deterministic trajectory. A number of authors, including Braverman et al. (1995), Simonsen et al. (1995), and Przeworski (2002) have used the deterministic model in simulations. In fact, these deterministic simulations are quite accurate for many purposes, especially for small samples, but Pfaffelhuber et al. (2006) showed that the Yule process approximation gives better predictions for the distribution of family sizes in larger samples.

The Yule process approximation is derived under the assumption that $\sigma$ is large, in the model above, of a neutral locus $B$ sitting near the selected locus $A$. For very large $\sigma$, recall that events in the ancestry of the sample are concentrated in the first half of the sweep (forward in time), when the frequency of $A_2$ is increasing rapidly. The Yule process approximation is obtained by transforming the diffusion time scale during the sweep by the frequency of allele $A_1$, $1-x(t)$. The result is that the second half of the sweep becomes greatly compressed; see Figure 1 of Pfaffelhuber et al. (2006). On this new time scale, the rate of escape by recombination becomes constant along each ancestral lineage. The process of coalescence between $B$-locus lineages that are linked to $A_2$ alleles follows from the fact that the sample at the $A$ locus can be modeled as a random subsample of a larger random tree, called the Yule tree. If we imagine the whole gene genealogy of all the $A_2$ alleles that do not go extinct, then roughly speaking, the Yule tree is the portion of this genealogy corresponding to the first half of the sweep.

Figure 4B depicts the model, with a hypothetical Yule tree drawn in the background, in pink, and the lineages that are ancestral to the sample drawn in black. In this representation, the time-change $(1-x(t))$ used in the Yule process approximation has been undone, and the figure is drawn to correspond to the sweep in Figure 4A. Blue boxes again show recombination events by which two $B$-locus lineages escape the sweep. As the range of time on the vertical axis in 4B is the same as in 4A, the three lineages that emerge from the sweep again continue up out of the graph, where they are expected to accrue standard neutral levels of polymorphism. Notice, with respect to Figure 4A, we have dispensed with the allele-frequency trajectory itself.

The process that generates the Yule tree is simple enough, but there is no point to describing it here. We note only that it is a binary tree with $\lfloor \sigma \rfloor$ tips, where $\lfloor \sigma \rfloor$ is the largest integer less than or equal to $\sigma$. Importantly, it is not necessary to actually generate the Yule tree, so this approximation relieves us of the detailed, explicit conditioning inherent in the structured coalescent approach, even though we’re modeling the same process. However, in generating coalescent times during the sweep using the algorithms in the Appendix Pfaffelhuber et al. (2006), it is necessary to model events in the Yule tree and consider whether these events occur in the ancestry of the sample. Because of this, simulations of the Yule approximation become slower when $\sigma$ is larger (Pfaffelhuber et
al., 2006), and it might be that other methods are more efficient than the Yule process approximation when $\sigma$ is very large.

Many mathematical details go into demonstrating the validity of the Yule process approximation and in using it to compute quantities of interest analytically. Readers are referred to Etheridge et al. (2006). Note that if none of the $B$-locus lineages escape the sweep, there will be a single family of size $n$. Further let a ‘singleton family’ be a family with just one member, like the two families descending from the blue boxes in Figures 4A and 4B. Etheridge et al. (2006) were able to prove that the probability there will be more than two non-singleton families—one that escapes the sweep (along with some number of singleton families) and one that descends from the original $A_2$ allele—is of order $1/\log(\sigma)^2$, which tends to zero, albeit slowly, as $N\to\infty$.

Because family sizes are biased toward singletons, approximations have been proposed in which the number of singleton families is a binomial random variable and all remaining lineages descend from the original $A_2$ allele (Barton 1998; Kim and Nielsen, 2004; Pennings and Hermisson, 2006; Schweinsberg and Durrett, 2005). The heuristic argument for this, which illustrates some important features of strong selective sweeps, is as follows. First, only the first half of the sweep is relevant, and this has length $\sim 2\log(\sigma)/\sigma$ when $\sigma$ is very large. Next, the rate of recombination per lineage during this period is effectively $\rho^*/2$ ($= mp/2$) per unit of time, because $x(t)$ is very small and $1-x(t)$ is close to one. Thus, in order for there to be an appreciable effect of recombination during a sweep, the product $\rho^*\log(\sigma)/\sigma$ must also be appreciable. This product, which is equal to $mr\log(\sigma)/s$ is the total rate of escape by recombination for a single $B$-locus lineage. The probability that a single lineage escapes the sweep is given by

$$1 - \exp\left(-\frac{mr\log(\sigma)}{s}\right) = 1 - \sigma^{-mr/s} = 1 - (4Ns)^{-mr/s}.$$  

The final expression is written in terms of the discrete model parameters, so that the effects of each can be seen. One possibly counterintuitive result is that, for a given selection coefficient, $s$, and for a locus at a fixed recombination distance from the selected site, as measured by $mr$, the probability of escape is greater when $N$ is greater. Increasing $N$ increases $\rho$ proportionally, but does not decrease the duration of sweeps proportionally, due to the $\log(\sigma)$ term in the numerator of $t_{fix}$.

**The Coalescent with Multiple Mergers**

We can discern three characteristic times in the processes presented above. The first is the time between new mutations that will fix in the population. The second is the duration of a selective sweep. The third is the neutral coalescence time, for a sample to reach its most recent common ancestor. Only the last of these is simple: the neutral coalescence time does not depend on the rates of mutation and recombination or on the selection coefficient. Again, for a large sample it is close to 2 when time is measured in units of $2N$ generations. In this section, we consider the possibility that the time between sweeps is much smaller than this, such that many sweeps may have occurred within 2 units of time. However, we will require that the duration of a sweep is much smaller than the time between sweeps, so that sweeps are non-overlapping. In this case, the ancestry
of a sample follows a process which is conceptually similar to the neutral coalescent process, but which is very different in detail.

In other words, we consider ancestries of samples of size $n$ under the recurrent hitch-hiking model mentioned above. Coalescence will be driven by the occurrence of selective sweeps rather than by a neutral process of reproduction, by ‘genetic draft’ rather than by genetic drift (Gillespie, 2000). Gillespie (2000, 2001) illustrated this idea with analyses of samples of size $n = 2$, and Nielsen (2005), Hahn (2008), and Sella et al. (2009) promote it as a possible explanation for genomic patterns of variation.

Durrett and Schweinsberg (2005) proved that the genealogy at a neutral locus which is embedded in a genomic region where sweeps occur at some rate and at random locations will follow a process known as a coalescent with simultaneous multiple mergers. As the name implies, such processes are distinguished from the standard neutral coalescent because more than two lineages may coalesce at the same time. Multiple-mergers coalescent processes were in fact discovered first in neutral population models, in cases where the variance of reproductive success among individuals is very large (Pitman, 1999; Sagitov, 1999; Schweinsberg, 2000; Möhle and Sagitov, 2001; Birkner et al., 2005). An introductory look at the wide range of possible behaviors under one particularly simple neutral model of a population, motivated by organisms that reproduce by broadcast spawning, can be found in Eldon and Wakeley (2006).

Without going into the considerable mathematical details of multiple-mergers coalescent processes for recurrent selective sweeps, we can understand the basic idea from Figure 4C. Genetic lineages at the neutral locus travel backward in time, undergoing a possible burst of coalescent events (with associated family sizes) each time a selective sweep happens at a locus in the vicinity of the neutral locus. In Figure 4C, four lineages coalesce in the first sweep and two escape by recombination, then the remaining three lineages coalesce during the next sweep. Note the much shorter range of time depicted in Figure 4C than in Figures 4A and 4B. Sweeps hit the population very frequently compared the rate of neutral genetic drift or coalescence. The rate at which they occur may be difficult to describe. In a simple model, the rate will depend on the rate of advantageous mutations, but in reality this may in turn depend on changing environments and selection pressures (Gillespie, 1991, 2000, 2001, 2004b). As a consequence, the rate of sweeps may have little to do with the size of the population, so polymorphism levels will not necessarily be predicted to depend linearly on population size, as they are under standard neutral models. A long-standing observation, and conundrum with respect to the neutral theory, is that levels of polymorphism do not in fact increase linearly with estimates of population size (Lewontin, 1974; Gillespie, 1991; Meiklejohn et al., 2007). Thus, while work on these coalescent models with multiple mergers for selection is still in its infancy, they could prove useful in long-standing debates about the origin and maintenance of genetic variation.

**HOPES FOR THE FUTURE**

Darwin could scarcely have imagined the world we live in today. Only the most active imagination could find passages in the *Origin* relevant to coalescent models of natural selection. However, Darwin’s fundamental insights are as relevant today as they ever have been. In the field of population genetics, in particular, attention to natural selection
as a factor shaping variation at the molecular level has been boosted greatly by recent analyses of genomic data.

This shift comes after a perhaps overly long focus on neutral models of genetic variation, received from Kimura (1983). Given the lack of force of theoretical arguments for the neutral theory (Ewens, 1979), the empirical evidence against it and the fact the selective models can both provide a better fit to the observations and mimic neutrality itself (Gillespie, 1991), the longevity of the neutral theory may be surprising. However, as Crow (2008) points out, the very simplicity of the neutral theory accounts for a lot of its appeal. In large part, this is probably due to the wonderful paper of Kimura and Ohta (1971), which seemingly explained both molecular evolution among species and molecular variation within species as different facets of one relatively simple process.

Neutrality, as a logical assumption of a null model with respect to selection, has also been difficult to reject statistically. Perhaps we have been lulled into accepting a false null model. Gillespie (1994) has shown that there is low power to detect crucial deviations from neutrality and to distinguish among some selective alternatives to the neutral theory, at least using simple statistical tests. A similar conclusion applies to multiple-mergers coalescent processes (Sargsyan and Wakeley, 2008). Another issue, which we only glanced at above, is that selective neutrality is just one of several assumptions of a “neutral” model, so rejecting such a model does not necessarily identify selection as the reason. Although choosing among alternatives to neutrality will be a major challenge—few will “wish to slog through 100 pages of mathematics,” as Gillespie puts it, in Chapter 4 of *The Causes of Molecular Evolution* (Gillespie, 1991)—we can have some hope that the current rapid pace of research at the interface of theoretical and empirical population genetics will allow more precise inferences to be made.

In closing, we can ask what is to become of the sophisticated coalescent machinery for making inferences about the demographic history of populations. To what extent will we be able to rely on genetic makers containing information about changes in population size over time or patterns of population structure? Will inferences of migration rates or divergence times have to be reinterpreted in terms of selection? We might hope that our inferential tools can be developed in ways that are robust to the presence of natural selection, even for species in which selection is a dominant force.
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**FIGURE 1**—Example gene genealogy of a sample of size $n = 6$, with coalescence times ($T_i$ on the right) drawn to match expectations from the standard neutral coalescent.

**FIGURE 2**—Simulated allele-frequency trajectories of advantageous mutants at the hypothetical “human” and “Drosophila” loci described in the text. Panels A and B show results for “humans” and panels C and D show results for “Drosophila.” A & C show advantageous mutations that reached high frequencies. B & D show advantageous mutations that went extinct. Parameter values are described in the text.

**FIGURE 3**—Example population ancestries, in which a selective sweep has just reached completion. Panel A is from the simulations depicted in Figure 2A, and panel B is from the simulations depicted in Figure 2C.

**FIGURE 4**—Hypothetical gene genealogies for a sample of size $n = 6$ at a neural locus linked to a selected locus, showing the three coalescent approaches to modeling natural selection described in the text. Panel A depicts the structured coalescent approach, B depicts the Yule process approximation, and C depicts the multiple-merges coalescent for recurrent selective sweeps. Possible characteristic ranges of time (measured in units of $2N$ generations) for each model are displayed on the vertical axes. Black lines show the ancestry of the sample, while unobserved allele-frequency trajectories and genetic lineages not directly ancestral to the sample are shown in pink. Blue boxes mark recombination events that allow linked neutral lineages to “escape” a sweep.
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